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Abstract

Over the last few years Literature-based Discovery (LBD) has regained popular-
ity as a means to enhance the scientific research process. The resurgent interest
has spurred the development of supervised and semi-supervised machine learn-
ing models aimed at making previously implicit connections between scientific
concepts/entities explicit based on often extensive repositories of published liter-
ature. Understanding the temporally evolving interactions between these entities
can provide valuable information for predicting the future development of entity
relationships. However, existing methods often underutilize the latent information
embedded in the temporal aspects of interaction data.
In this context, motivated by applications in the food domain—where we aim
to connect nutritional information with health-related benefits—we address the
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hypothesis-generation problem using a temporal graph-based approach. Given
that hypothesis generation involves predicting future (i.e., still to be discovered)
entity connections, the ability to capture the dynamic evolution of connections
over time is pivotal for a robust model. To address this, we introduce THiGER, a
novel batch contrastive temporal node-pair embedding method. THiGER excels
in providing a more expressive node-pair encoding by effectively harnessing
node-pair relationships. Furthermore, we present THiGER-A, an incremental
training approach that incorporates an active curriculum learning strategy to
mitigate label bias arising from unobserved connections. By progressively training
on increasingly challenging and high-utility samples, our approach significantly
enhances the performance of the embedding model.
Empirical validation of our proposed method demonstrates its effectiveness on
established temporal-graph benchmark datasets, as well as on real-world datasets
within the food domain.

Keywords: Temporal graph neural network, Active learning, Hierarchical
transformer, Curriculum learning, Literature based discovery, Edge prediction

1 Introduction

The saddest aspect of life right now is that science gathers knowledge faster than soci-

ety gathers wisdom. — Isaac Asimov. Science is advancing at an increasingly quick

pace, as evidenced, for instance, by the exponential growth in the number of pub-

lished research articles per year (White, 2021). Effectively navigating this ever-growing

body of knowledge is tedious and time-consuming in the best of cases, and more often

than not becomes infeasible for individual scientists (Brainard, 2020). In order to aug-

ment the efforts of human scientists in the research process, computational approaches

have been introduced to automatically extract hypotheses from the knowledge con-

tained in published resources. Swanson (1986) systematically used a scientific literature

database to find potential connections between previously disjoint bodies of research,

as a result hypothesizing a (later confirmed) curative relationship between dietary

fish oils and Raynaud’s syndrome. Swanson and Smalheiser then automatized the

search and linking process in the ARROWSMITH system (Swanson and Smalheiser,
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1997). Their work and other more recent examples (Fan and Lussier, 2017; Traut-

man, 2022) clearly demonstrate the usefulness of computational methods in extracting

latent information from the vast body of scientific publications.

Over time, various methodologies have been proposed to address the Hypothesis

Generation (HG) problem. Swanson and Smalheiser (Smalheiser and Swanson, 1998;

Swanson and Smalheiser, 1997) pioneered the use of a basic ABC model grounded in

a stringent interpretation of structural balance theory (Cartwright and Harary, 1956).

In essence, if entities A and B, as well as entities A and C, share connections, then

entities B and C should be associated. Subsequent years have seen the exploration of

more sophisticated machine learning-based approaches for improved inference. These

encompass techniques such as text mining (Spangler et al, 2014; Spangler, 2015), topic

modeling (Sybrandt et al, 2017; Srihari et al, 2007; Baek et al, 2017), association rules

(Hristovski et al, 2006; Gopalakrishnan et al, 2016; Weissenborn et al, 2015), and

others (Jha et al, 2019; Xun et al, 2017; Shi et al, 2015; Sybrandt et al, 2020)

In the context of HG, where the goal is to predict novel relationships between

entities extracted from scientific publications, comprehending prior relationships is of

paramount importance. For instance, in the domain of social networks, the principles of

social theory come into play when assessing the dynamics of connections between indi-

viduals. When there is a gradual reduction in the social distance between two distinct

individuals, as evidenced by factors such as the establishment of new connections with

shared acquaintances and increased geographic proximity, there emerges a heightened

likelihood of a subsequent connection between these two individuals (Zhang and Pang,

2015; Gitmez and Zárate, 2022). This concept extends beyond social networks and

finds relevance in predicting scientific relationships or events through the utilization

of temporal information (Crichton et al, 2018; Krenn et al, 2023; Zhang et al, 2022).
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In both contexts, the principles of proximity and evolving relationships serve as valu-

able indicators, enabling a deeper understanding of the intricate dynamics governing

these complex systems.

Modeling these relationships’ temporal evolution assumes a critical role in con-

structing an effective and resilient hypothesis generation model. To harness the

temporal dynamics, Akujuobi et al (2020b,a) and Zhou et al (2022) conceptualize the

HG task as a temporal graph problem. More precisely, given a sequence of graphs

G = {G1, G2, ..., GT }, the objective is to deduce which previously unlinked nodes in

GT ought to be connected. In this framework, nodes denote biomedical entities, and

the graphs Gτ represent temporal graphlets (see Figure 1).

Definition 1. Temporal graphlet: A temporal graphlet Gτ = {V τ , Eτ} is a tem-

poral subgraph at time point τ , where V τ ⊂ V and Eτ ⊂ E are the temporal set of

nodes and edges of the subgraph.

Their approach tackles the HG problem by introducing a temporal perspective.

Instead of relying solely on the final state ET on a static graph, it considers how

node pairs evolve over discrete time steps Eτ : τ = 1 . . . T . To model this sequential

evolution effectively, Akujuobi et al. and Zhou et al. leverage the power of recurrent

neural networks (RNNs) (see Figure 2a). However, it is essential to note that while

RNNs have traditionally been the preferred choice for HG, their sequential nature

may hinder capturing long-range dependencies, impacting performance for lengthy

sequences.

Fig. 1: Modeling hypothesis generation as a temporal link prediction problem
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To surmount these limitations, we propose THiGER (Temporal Hierarchical

Graph-based Encoder Representation), a robust transformer-based model designed to

capture the evolving relationships between node pairs. THiGER overcomes the con-

straints of previous methods by representing temporal relationships hierarchically (see

Figure 2b). The proposed hierarchical layer-wise framework presents an incremental

approach to comprehensively model the temporal dynamics among given concepts. It

achieves this by progressively extracting the temporal interactions between consecutive

time steps, thus enabling the model to prioritize attention to the informative regions

of temporal evolution during the process. Our method effectively addresses issues aris-

ing from imbalanced temporal information (see Section 5). Moreover, it employs a

contrastive learning strategy to improve the quality of task-specific node embeddings

for node-pair representations and relationship inference tasks.

An equally significant challenge in HG is the lack of negative-class samples for

training. Our dataset provides positive-class samples, which represent established con-

nections between entities, but it lacks negative-class samples denoting non-existent

connections (as opposed to undiscovered connections, which could potentially lead

to scientific breakthroughs). This situation aligns with the positive-unlabeled (PU)

learning problem. Prior approaches have typically either discarded unobserved connec-

tions as uninformative or wrongly treated them as negative-class samples. The former

approach leads to the loss of valuable information, while the latter introduces label

bias during training.

In response to these challenges, we furthermore introduce THiGER-A, an active

curriculum learning strategy designed to train the model incrementally. THiGER-A

utilizes progressively complex positive samples and highly informative, diverse unob-

served connections as negative-class samples. Our experimental results demonstrate

that by employing incremental training with THiGER-A, we achieve enhanced con-

vergence and performance for hypothesis-generation models compared to training on
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(a) Recurrent Approach

(b) Hierarchical Transformer Approach

Fig. 2: Predicting the link probability pi,j for a node pair vi and vj using (a) a
Recurrent Neural Network approach (Akujuobi et al, 2020b; Zhou et al, 2022), (b)
THiGER, our approach. The recurrent approach aggregates the neighborhood infor-
mation N t(vi) and N t(vj) sequentially while THiGER aggregates the neighborhood
information hierarchically in parallel.

the entire dataset in one go. Remarkably, our approach demonstrates strong general-

ization capabilities, especially in challenging inductive test scenarios where the entities

were not part of the seen training dataset.

Inspired by Swanson’s pioneering work, we chose the food domain as a promising

application area for THiGER. This choice is motivated by the increasing prevalence

of diet-related health conditions, such as obesity and type-2 diabetes, alongside the
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growing recognition and utilization of the health benefits associated with specific food

products in wellness and medical contexts.

In summary, our contributions are as follows:

Methodology: We propose a novel temporal hierarchical transformer-based archi-

tecture for node pair encoding. In utilizing the temporal batch-contrastive strategy,

our architecture differs from existing approaches that learn in conventional static or

temporal graphs. In addition, we present a novel incremental training strategy for

temporal graph node pair embedding and future relation prediction. This strategy

effectively mitigates negative-label bias through active learning and improves general-

ization by training the model progressively on increasingly complex positive samples

using curriculum learning.

Evaluation: We test the model’s efficacy on several real-world graphs of different sizes

to give evidence for the model’s strength for temporal graph problems and hypothesis

generation. The model is trained end-to-end and shows superior performance on HG

tasks.

Application: To the best of our knowledge, this is the first application of temporal

hypothesis generation in the health-related food domain. Through case studies, we

validate the practical relevance of our findings.

The remaining sections of this paper include a discussion of related work in Section

2, a detailed introduction of the proposed THiGER model and the THiGER-A active

curriculum learning strategy in Section 3, an overview of the dataset and the results of

our experimental evaluations in Section 4, and finally, our conclusions and a discussion

of future work in Section 6.
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2 Related Works

2.1 Hypothesis Generation

The development of effective methods for machine-assisted discovery is crucial in

pushing scientific research into the next stage (Kitano, 2021). In recent years, several

approaches have been proposed in a bid to augment human abilities relevant to the

scientific research process including tools for research design and analysis (Tabachnick

and Fidell, 2000), process modelling and simulation (Klein et al, 2002), or scientific

hypothesis generation (King et al, 2004, 2009).

The early pioneers of the hypothesis generation domain proposed the so called

ABC model for generating novel scientific hypothesis based on existing knowledge

(Swanson, 1986; Swanson and Smalheiser, 1997). ABC-based models are simple and

efficient, and have been implemented in classical hypothesis generation systems such as

ARROWSMITH (Swanson and Smalheiser, 1997). However, several drawbacks remain,

including the need for similarity metrics defined on heuristically determined term lists

and significant costs in terms of computational complexity with respect to the size of

common entities.

More recent approaches, thus, have aimed to curtain the limitation of the ABC

model. Spangler et al (2014); Spangler (2015) proposed text mining techniques to iden-

tify entity relationships from unstructured medical texts. AGATHA (Sybrandt et al,

2020) used a transformer encoder architecture to learn the ranking criteria between

regions of a given semantic graph and the plausibility of new research connections.

Srihari et al (2007); Baek et al (2017) proposed several text mining approaches to

detect how concepts are linked within and across multiple text documents. Sybrandt

et al (2017) proposed incorporating machine learning techniques such as clustering

and topical phrase mining. Shi et al (2015) modeled the probability that concepts will

be linked based on a given time window using random walks.
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The previously mentioned methods do not consider temporal attributes of the

data. More recent works (Jha et al, 2019; Akujuobi et al, 2020a; Zhou et al, 2022; Xun

et al, 2017) argue that capturing the temporal information available in scholarly data

can lead to better predictive performance. Jha et al (2019) explored the co-evolution

of concepts across knowledge bases using a temporal matrix factorization framework.

Xun et al (2017) modeled concepts’ co-occurrence probability using their temporal

embedding. Akujuobi et al (2020a,b) and Zhou et al (2022) captured the temporal

information in the scholarly data using RNN techniques.

Our approach captures the dynamic relationship information in scholarly data

using a temporal hierarchical transformer encoder model. This strategy alleviates the

limitations of the RNN-based models. Furthermore, with the incorporation of active

curriculum learning strategies, our model can incrementally learn from the data.

2.2 Temporal Graph Learning

Learning on temporal graphs has received considerable attention from the research

community in recent years. Some works (Hisano, 2018; Ahmed et al, 2016; Milani Fard

et al, 2019) apply static methods on aggregated graph snapshots. Others, including

(Zhou et al, 2018; Singer et al, 2019), utilize time as a regularizer over consecutive

snap-shots of the graph to impose a smoothness constraint on the node embeddings. A

popular category of approaches for dynamic graphs is to introduce point processes that

are continuous in time. DyRep (Trivedi et al, 2019) models the occurrence of an edge

as a point process using graph attention on the destination node neighbors. Dynamic-

Triad (Zhou et al, 2018) models the evolution patterns in a graph by imposing a triadic

closure—where a triad with three nodes is developed from an open triad (i.e., with

two nodes not connected).

Some recent works on temporal graphs apply several combinations of GNNs and

recurrent architectures (e.g., GRU). EvolveGCN (Pareja et al, 2020) adapts the graph
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convolutional network (GCN) model along the temporal dimension by using an RNN

to evolve the GCN parameters. T-PAIR (Akujuobi et al, 2020b,a) recurrently learns

a node pair embedding by updating GraphSAGE parameters using gated neural net-

works (GRU). TGN (Rossi et al, 2020) introduces a memory module framework for

learning on dynamic graphs. TDE (Zhou et al, 2022) captures the local and global

changes in the graph structure using hierarchical RNN structures. TNodeEmbed

(Singer et al, 2019) proposes the use of orthogonal procrustes on consecutive time-step

node embeddings along the time dimension.

However, the limitation of RNN remains due to their sequential nature and robust-

ness especially when working on a long timeline. Since the introduction of transformers,

there has been interest in their application on temporal graph data. More related

to this work, Zhong and Huang (2023) and Wang et al (2022) both propose the use

of a transformer architecture to aggregate the node neighborhood information while

updating the memory of the nodes using GRU. TLC (Wang et al, 2021a) design a

two-stream encoder that independently processes temporal neighborhoods associated

with the two target interaction nodes using a graph-topology-aware Transformer and

then integrates them at a semantic level through a co-attentional Transformer.

Our approach utilizes a single hierarchical encoder model to better capture the tem-

poral information in the network while simultaneously updating the node embedding

on the task. The model training and node embedding learning is performed end-to-end.

2.3 Active Curriculum Learning

Active learning (AL) has been well-explored for vision and learning tasks (Settles,

2012). However, most of the classical techniques rely on single-instance-oracle strate-

gies, wherein, during each training round, a single instance with the highest utility is

selected using measures such as uncertainty sampling (Kumari et al, 2020), expected

gradient length (Ash et al, 2020), or query by committee (Gilad-Bachrach et al, 2006).
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The single-instance-oracle approach becomes computationally infeasible with large

training datasets such as ours. To address these challenges, several batch-mode active

learning methods have been proposed (Priyadarshini et al, 2021; Kirsch et al, 2019;

Pinsler et al, 2019). Priyadarshini et al (2021) propose a method for batch active met-

ric learning, which enables sampling of informative and diverse triplet data for relative

similarity ordering tasks. In order to prevent the selection of correlated samples in a

batch, Kirsch et al (2019); Pinsler et al (2019) develop distinct methods that integrate

mutual information into the utility function. All three approaches demonstrate effec-

tiveness in sampling diverse batches of informative samples for metric learning and

classification tasks. However, none of these approaches can be readily extended to our

specific task of hypothesis prediction on an entity-relationship graph.

Inspired by human learning, Bengio et al (2009) introduced the concept of progres-

sive training, wherein the model is trained on increasingly difficult training samples.

Various prior works have proposed different measures to quantify the difficulty of

training examples. Hacohen and Weinshall (2019) introduced curriculum learning by

transfer, where they developed a score function based on the prediction confidence

of a pre-trained model. Wang et al (2021b) proposed a curriculum learning approach

specifically for graph classification tasks. Another interesting work is relational cur-

riculum learning (RCL) (Zhang et al, 2023) suggests training the model progressively

on complex samples. Unlike most prior work, which typically consider data to be inde-

pendent, RCL quantifies the difficulty level of an edge by aggregating the embeddings

of the neighboring nodes. While their approach utilizes similar relational data to ours,

their method does not specifically tackle the challenges inherent to the PU learning

setting, which involves sampling both edges and unobserved relationships from the

training data. In contrast, our proposed method introduces an incremental training

strategy that progressively trains the model by focusing on positive edges of increasing

difficulty, as well as incorporating highly informative and diverse negative edges.
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Encoder Layer

Aggregation Layer

Encoder Layer

Encoder Layer

Encoder Layer

Input:

(a) Temporal Hierarchical Multilayer Encoder

Negative sampling
by Active Learner

Contrasive loss

Positive sampling by
Curriculum Learner

Negative
pairs set

Positive
pairs set

Encoder Model

Neighb. Aggreg

Encoder Model

Neighb. Aggreg

Classifier

(b) Training Procedure

Fig. 3: Schematic representation of the proposed model for temporal node-pair link prediction. In (a), the hierarchical graph
transformer model processes aggregated node pair embeddings, encoding information at each encoder layer. In (b), an overview
of the model is presented, highlighting the incorporation of the Active Curriculum Learning strategy
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3 Methodology

3.1 Notation

• G = {G1, . . . , GT } is a temporal graph such that Gτ = {V τ , Eτ} evolves over time

τ = 1 . . . T ,

• e(vi, vj) or eij is used to denote the edge between nodes vi and vj , and (vi, vj) is

used to denote the node pair corresponding to the edge,

• yi,j is the label associated with the edge e(vi, vj),

• N τ (v) gives the neighborhood of a node v in V τ ,

• xv is the embedding of a node v and is static across time steps,

• zτi,j is the embedding of a node pair ⟨vi, vj⟩. It depends on the neighborhood of the

nodes at a time step τ ,

• h
[τ0,τf ]
i,j is the embedding of a node pair over a time window τ0, . . . , τf where 0 ≤

τ0 ≤ τf ≤ T ,

• f(.; θ) is a neural network depending on a set of parameter θ. For brevity, θ can be

omitted if it is clear from the context.

Algorithm 1 Hierarchical Node-Pair Embedding h
[τ0,τf ]
i,j

Require: {xv : v ∈ V }, fA, fE
1: procedure Embed(vi, vj , τ0, τf )
2: T← (τ0, τ0 + 1, . . . , τf ) ▷ Sequence of leaf time steps
3: H← (zτ0i,j , z

τ0+1
i,j , . . . , z

τf
i,j) ▷ Sequence of leaf embeddings

where zτi,j = fA(xvi , xvj
,xN τ (vi),xN τ (vj); θA)

4: L← ⌈log2 |T|⌉
5: for l← 1 . . . L do

6: if |T| mod 2 ̸= 0 then ▷ Add padding for parity
7: H← (H0,H1, . . . ,Hs, Hpadding)
8: end if

9: T← (T0,T2, . . . ,T|T|−1) ▷ Merge leaves in pairs

10: H← (f l
E(H0,H1), f

l
E(H2,H3), . . . , f

l
E(H|H|−1,H|H|))

11: end for

12: h
[τ0,τf ]
i,j ← H0

13: return h
[τ0,τf ]
i,j

14: end procedure
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Algorithm 2 Link Prediction

Require: fC ,Embed
1: procedure Predict(vi, vj)

2: h
[0,T ]
i,j ← Embed(vi, vj , 0, T ) ▷ See Algorithm 1

3: pi,j ← fC(h
[0,T ]
i,j )

4: return pi,j
5: end procedure

Algorithm 3 Training Procedure in THiGER-A

Require: G = {V,E}, link predictor f(.;θ = {θA, θE , θC}), sampling size k
1: θ0E ← θE
2: E− ← (V × V ) \ E ▷ Entire pool of negative samples
3: for m← 1 . . .M do ▷ Incremental training round
4: BU = argmax

BU⊂E−\E−
m−1

∑

e
−
ij

SAL(e
−
ij) ▷ Uncertain -ve subset (Eq. 12)

5: Sample a diverse negative subset B∗
N ⊂ BU using Eq 13

6: B∗
P = argmax

BP⊂E\E+
m−1

∑

eij

SCL(eij) ▷ Uncertain +ve subset (Eq. 14)

7: E−
m ← E−

m−1 ∪B∗
N

8: E+
m ← E+

m−1 ∪B∗
P

9: Train a model starting from f(.;θm−1) on E−
m ∪ E+

m, and obtain updated
parameters θm

10: end for

11: return θ
M

3.2 Model overview

The whole THiGER(-A) model is shown in Figure 3b. Let vi, vj ∈ VT be nodes denot-

ing two concepts. The pair is assigned a positive label yi,j = 1 if a corresponding edge

(i.e., a link) is observed in GT . That is, yi,j = 1 iff e(vi, vj) ∈ ET , otherwise 0. The

model predicts a score pi,j that reflects yi,j . The prediction procedure is presented in

Algorithm 2.

The link prediction score is given by a neural classifier pi,j = fC(h
[0,T ]
i,j ; θC), where

h
[0,T ]
i,j is an embedding vector for the node pair. This embedding is calculated in

Algorithm 1 using a hierarchical transformer encoder and illustrated in Figure 3a.
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The input to the hierarchical encoder layer is the independent local node pair

embedding aggregation at each time step

zτi,j = fA(xvi
, xvj

,xN τ (vi),xN τ (vj); θA) (1)

in line 3, where xN τ (vi) = {xv′ : v′ ∈ N τ (vi)} and xN τ (vj) = {xv′ : v′ ∈ N τ (vj)} are

the embeddings of the neighbors of xvi and xvj
at the given time step.

Subsequently, the local node pair embeddings aggregation is processed by the

aggregation layer shown in Figure 3a. At each hierarchical layer, temporal node pair

embeddings are calculated for a sub-window using

h
[τ−n,τ ]
i,j = f l

E(h
[τ−n,τ−n

2 ]
i,j , h

[τ−n
2 ,τ ]

i,j ; θlE) (2)

as shown in line 10, where n represents the sub-window size. When necessary, we ensure

an even number of leaves to aggregate by adding zero padding values Hpadding = 0d,

where d is the dimension of the leaf embeddings. The entire encoder architecture is

denoted as fE = f l
E : l = 1 . . . L.

In this work, the classifier fC(.; θC) is modeled using a multilayer perceptron net-

work (MLP), fA(.; θA) is elaborated in Section 3.3, and fE(.; θE) is modeled by a

multilayer transformer encoder network, which is detailed in Section 3.4.

3.3 Neighborhood Aggregation

The neighborhood aggregation is modeled using GraphSAGE (Hamilton et al, 2017).

GraphSAGE uses K layers to iteratively aggregate a node embedding xv and its

neighbor embeddings xN τ (v) = {xv′ , v′ ∈ N τ (v)}. fA uses the GraphSAGE block to

aggregate (xvi ,xN τ (vi)) and (xvj ,xN τ (vj)) in parallel, then merges the two aggregated
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representations using a MLP layer. In this paper, we explore three models based on

the aggregation technique used at each iterative step of GraphSAGE.

Mean Aggregation:

This straightforward technique amalgamates neighborhood representations by com-

puting element-wise means of each node’s neighbors and subsequently propagating

this information iteratively. For all nodes within the specified set:

βk
v ← σ



WSβk−1
v + |N τ (v)|−1

∑

v′∈N τ (v)

WNβk−1
v



 . (3)

Here, βk
v denotes the aggregated vector at iteration k, and βk−1

v at iteration k− 1.

WS and WN represent trainable weights, and σ constitutes a sigmoid activation,

collectively forming a conventional MLP layer.

GIN (Graph Isomorphism Networks):

Arguing that traditional graph aggregation methods, like mean aggregation, possess

limited expressive power, GIN introduces the concept of aggregating neighborhood

representations as follows:

βk
v ← σ



W





(

1 + ϵk
)

· βk−1
v +

∑

v′∈N τ (v)

βk−1
v′







 . (4)

In this formulation, ϵk governs the relative importance of the node compared to its

neighbors at layer k and can be a learnable parameter or a fixed scalar.

Multi-head Attention:

We introduce a multi-head attention-based aggregation technique. This method aggre-

gates neighborhood representations by applying multi-head attention to the node and

its neighbors at each iteration:
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βk
v ← σ(WSβk−1

v +WNϕ({βk−1
v } ∪ {βk−1

v′ : v′ ∈ N τ (v)})). (5)

Here, ϕ represents a multi-head attention function, as detailed in Vaswani et al

(2017).

3.3.1 Neighborhood Definition

To balance performance and scalability considerations, we adopt the neighborhood

sampling approach utilized in GraphSAGE to maintain a consistent computational

footprint for each batch of neighbors. In this context, we employ a uniform sampling

method to select a neighborhood node set of fixed size, denoted as N
′

(v) ⊂ N τ (v),

from the original neighbor set at each step. This sampling procedure is essential as,

without it, the memory and runtime complexity of a single batch becomes unpre-

dictable and, in the worst-case scenario, reaches a prohibitive O(|V |), making it

impractical for handling large graphs.

3.4 Temporal Hierarchical Multilayer Encoder Layer

The temporal hierarchical multilayer encoder is the fundamental component of

our proposed model, responsible for processing neighborhood representations col-

lected over multiple time steps, specifically (z0i,j , z
1
i,j , . . . , z

T
i,j). These neighborhood

representations are utilized to construct a hierarchical tree.

At the initial hierarchical layer, we employ an encoder, denoted as f1
E , to distill

adjacent sequential local node-pair embeddings, represented as (zτi,j , z
τ+1
i,j ), combining

them into a unified embedding, denoted as h
[τ,τ+1]
i,j . In cases where the number of time

steps is not an even multiple of 2, a zero-vector dummy input is appended.

This process repeats at each hierarchical level l within the tree, with h
[τ−n,τ ]
i,j =

f l
E(h

[τ−n,τ−n
2 ]

i,j , h
[(τ−n

2 )+1,τ ]
i,j ; θlE). Each layer f l

E consists of a transformer encoder block

and may contain N − 1 encoder sublayers, where N ≥ 1. This mechanism can be
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viewed as an iterative knowledge aggregation process, wherein the model progressively

summarizes the information from pairs of local node pair embeddings.

The output of each encoder layer, denoted as h
[τ0,τf ]
i,j , offers a comprehensive sum-

mary of temporal node pair information from time step τ0 to τf . Finally, the output

of the last layer, h
[0,T ]
i,j , is utilized for inferring node pair relationships.

3.5 Parameter Learning

The trainable parts of the architecture are the weights and parameters of the neighbor-

hood aggregator fA, the transformer network fE , the classifier fC and the embedding

representations {xv : v ∈ V }.

To obtain suitable representations, we employ a combination of supervised and

contrastive loss functions on the output of the hierarchical encoder layer h
[0,T ]
i,j . The

contrastive loss function encourages the embeddings of positive (i.e. a link exists in

ET ) node pairs to be closer while ensuring that the embeddings of negative node pairs

are distinct.

We adopt a contrastive learning framework (Chen et al, 2020) to distinguish

between positive and negative classes. For brevity, we temporarily denote h
[0,T ]
i,j as

hi,j . Given two positive node pairs with corresponding embeddings {vi, vj} → hi,j and

{vm, vn} → hm,n, the loss function is defined as follows:

S(vi, vj , vm, vn) = − log
exp(sim(hi,j , hm,n)/α)

∑

(k,w)∈B
I(k,w) ̸=(i,j)

exp(sim(hi,j , hk,w)/α)
, (6)

where α represents a temperature parameter, B is a set of node pairs in a given batch,

and I(k,w) ̸=(i,j) indicates that the labels of node pair (k, w) and (i, j) are different. We

employ the angular similarity function sim(x) = 1−arccos(x)/π. We do not explicitly

sample negative examples, following the methodology outlined in Chen et al (2020).
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The contrastive loss is summed over the positive training data E+:

Lc =
∑

(vi,vj ,vm,vn)∈E+×E+

S(vi, vj , vm, vn). (7)

To further improve the discriminative power of the learned features, we also

minimize the center loss :

Ld =
1

2

∑

(i,j)∈E

∥hT
i,j − cyi,j

∥22, (8)

where E is the data of positive and negative edges, yi,j is the class of the pair (0 or

1), cyi,j
∈ Rd denotes the corresponding class center.

Finally, a good node pair vector h
[0,T ]
i,j should minimize the binary cross entropy

loss of the node pair prediction task:

Ls = −
∑

(i,j)∈E+

log fC(h
[0,T ]
i,j )−

∑

(i,j)∈E−

log 1− fC(h
[0,T ]
i,j ) (9)

We adopt the joint supervision of the prediction loss, contrastive loss, and center loss

to jointly train the model for discriminative feature learning and relationship inference:

L = Lc + Ld + Ls. (10)

As is usual, the losses are applied over subsets of the entire dataset. In this case,

we have an additional requirement for pairs of nodes in E−: at least one of the two

nodes needs to appear in E+. An elaborate batch sampling strategy is proposed in

the following section. The model parameters are trained end to end.
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3.6 Incremental Training Strategy

This section introduces the incremental training strategy THiGER-A, which extends

our base THiGER model. The pseudo-code for THiGER-A is presented in Algorithm

3. We represent the parameters used in the entire architecture as θ = (θA, θE , θC).

Let P (y | ei,j ;θ), where y ∈ {0, 1}, denote the link predictor for the nodes (vi, vj).

Specifically, in shorthand, we denote P (y = 1 | ei,j ;θ) by pi,j as in line 3 of Algorithm

2, likewise P (y = 0 | ei,j ;θ) = 1− pi,j .

We define E− = (V ×V )\E as the set of negative edges representing non-observed

connections in the graph. The size of the negative set grows quadratically with the

number of nodes, resulting in a computational complexity of O(|V |2). For large, sparse

graphs like ours, the vast number of negative edges makes it impractical to use all of

them for model training.

Randomly sampling negative examples may introduce noise and hinder training

convergence. To address this challenge, we propose an approach to sample a smaller

subset of “informative” negative edges that effectively capture the entity relationships

within the graph. Leveraging active learning, a technique for selecting high-utility

datasets, we aim to choose a subset B∗
N ⊂ E− that leads to improved model learning.

Negative Edge Sampling using Active Learning

Active learning (AL) is an iterative process centered around acquiring a high-utility

subset of samples and subsequently retraining the model. The initial step involves

selecting a subset of samples with high utility, determined by a specified informa-

tiveness measure. Once this subset is identified, it is incorporated into the training

data, and the model is subsequently retrained. This iterative cycle, involving sam-

ple acquisition and model retraining, aims to improve the model’s performance and

generalizability through the learning process.
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In this context, we evaluate the informativeness of edges using a score function

denoted as SAL : (v−i , v
−
j )→ R. An edge (v−i , v

−
j ) is considered more informative than

(v−k , v
−
l ) if SAL(v

−
i , v

−
j ) > SAL(v

−
k , v

−
l ). The key challenge in AL lies in defining SAL,

which encodes the learning of the model P (.;θ) trained in the previous iteration.

We gauge the informativeness of an edge based on model uncertainty. An edge

is deemed informative when the current model p(.;θ) exhibits high uncertainty in

predicting its label. Uncertainty sampling is one of the most popular choices for the

quantification of informativeness due to its simplicity and high effectiveness in selecting

samples for which the model lacks sufficient knowledge. Similar to various previous

techniques, we use Shannon entropy to approximate informativeness (Priyadarshini

et al, 2021; Kirsch et al, 2019). It is important to emphasize that ground truth labels

are unavailable for negative edges, which represent unobserved entity connections.

Therefore, to estimate the informativeness of negative edges, we calculate the expected

Shannon entropy across all possible labels. Consequently, the expected entropy for a

negative edge (v−i , v
−
j ) at the mth training round is defined as:

SAL(e
−
ij) = −

∑

y∈{0,1}

P (y | e−ij ;θ
m−1) logP (y | e−ij ;θ

m−1) (11)

BU = argmax
BU⊂E−\E−

m−1

∑

e
−
ij

SAL(e
−
ij) (12)

Here, θ
m−1 is the base hypothesis predictor model trained at (m − 1)th training

round and m = 0, 1, · · · ,M denotes AL training round. Selecting a subset of uncer-

tain edges, BU using Eq. 12 does not ensure diversity among the selected subset. The

diversity metric is crucial in subset selection as it encourages the selection of diverse

samples within the embedding space. This, in turn, results in a higher cumulative
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informativeness for the selected subset, particularly when the edges exhibit overlap-

ping features. The presence of a highly-correlated edges in the selected subset can

lead to a sub-optimal batch with high redundancy. The importance of diversity in

selecting informative edges has been emphasized in several prior works (Kirsch et al,

2019; Priyadarshini et al, 2021). To obtain a diverse subset, both approaches aim to

maximize the joint entropy (and consequently, minimize mutual information) among

the samples in the selected batch. However, maximizing joint entropy is an expensive

combinatorial optimization problem and does not scale well for larger datasets, as in

our case.

We adopt a similar approach as (Kumari et al, 2020) and utilize the k-means++

algorithm (Arthur and Vassilvitskii, 2006) to cluster the selected batch BU into diverse

landmark points. While (Kumari et al, 2020) is tailored for metric learning tasks with

the triplet samples as inputs, our adaptation of the k-means++ algorithm is designed

for graph datasets, leading to the selection of diverse edges within the gradient space.

Although diversity in the gradient space is effective for gradient-based optimizer, a

challenge arises due to the high dimensionality of the gradient space, particularly when

the model is large. To overcome this challenge, we compute the expected gradient of

the loss function with respect to only the penultimate layer of the network, ∇θout
Le

−
ij
,

assuming it captures task-specific features. We begin to construct an optimal subset

B∗
N ∈ BU by initially (say, at k = 0) selecting the two edges with the most distinct

gradients. Subsequently, we iteratively select the most dissimilar gradient edge from

the selected subset using the maxmin optimization objective defined in Eq. 13.

B∗
k = B∗

k−1 ∪ argmax
e
−
ij
∈BU\B∗

k−1

argmin
e
−
kw

∈B∗
k−1

dE(∇θout
Le

−1
ij
,∇θout

Le
−1
kw

) (13)
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Here dE represents the Euclidean distance between two vectors in the gradient

space, consisting of ∇θout
Le

−1
ij
, which denotes the gradient of the loss function L with

respect to the penultimate layer of the network θout. The process continues until we

reach the allocated incremental training budget, |B∗
N | = K. The resulting optimal

subset of negative edges, B∗
N , comprises negative edges that are both diverse and

informative.

Positive Edge Sampling

Inspired by Curriculum Learning (CL), a technique inspired by human learning, we

investigate its potential to enhance the performance and generalization of the node

pair predictor model. Curriculum Learning involves presenting training data to the

model in a purposeful order, starting with easier examples and gradually progressing

to more challenging ones. We hypothesize that applying CL principles can benefit our

node pair predictor model. By initially emphasizing the learning of simpler connections

and leveraging prior knowledge, the model can effectively generalize to more complex

connections during later stages of training. Although Active Learning (AL) and CL

both involve estimating the utility of training samples, they differ in their approach

to label availability. AL operates in scenarios where labels are unknown and estimates

sample utility based on expected scores. In contrast, CL uses known labels to assess

sample difficulty. For our model, we use one of the common approaches to define a

difficulty score SCL based on the model’s prediction confidence. The model’s higher

prediction confidence indicates easier samples.

SCL(eij) = −
∑

eij

P (y = 1 | eij ;θ
m−1) logP (y = 1 | eij ;θ

m−1) (14)

Here, SCL(vi, vj) indicates predictive uncertainty of an edge eij to be positive by

an existing trained model θm−1 at (m − 1)th iteration. In summary, for hypothesis
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prediction using a large training dataset, Active Curriculum Learning provides a nat-

ural approach to sample an informative and diverse subset of high-quality samples,

helping to alleviate the challenges associated with label bias.

Table 1: Binary F1 score (F1) and Average Precision (AP) for future node pair
prediction task on the standard datasets in transductive and inductive settings. ∗
Static graph method. Showing the best and second best models

Transductive Inductive

Wikipedia Reddit Last FM Wikipedia Reddit Last FM

F1 AP F1 AP F1 AP F1 AP F1 AP F1 AP

Logistic Regression* 0.30 0.19 0.41 0.25 0.05 0.16 0.09 0.05 0.59 0.42 0.44 0.28
GraphSAGE* 0.56 0.38 0.76 0.60 0.49 0.32 0.15 0.07 0.79 0.65 0.34 0.21
AGATHA* 0.92 0.86 0.83 0.72 0.62 0.44 0.00 0.01 0.05 0.12 0.00 0.16
CTDNE 0.78 0.64 0.72 0.55 0.34 0.24 0.02 0.02 0.59 0.39 0.01 0.16
TGN 0.46 0.29 0.69 0.52 0.35 0.22 0.15 0.07 0.69 0.52 0.47 0.30

JODIE 0.38 0.23 0.26 0.16 0.22 0.17 0.09 0.04 0.34 0.19 0.33 0.20
tNodeEmbed 0.64 0.48 0.78 0.65 0.69 0.53 0.18 0.05 0.75 0.60 0.00 0.16
DyRep 0.35 0.22 0.27 0.16 0.06 0.16 0.08 0.04 0.38 0.23 0.21 0.16
T-PAIR 0.29 0.17 0.42 0.27 0.55 0.38 0.04 0.02 0.34 0.21 0.54 0.37
TDE 0.65 0.48 0.13 0.17 0.39 0.25 0.09 0.03 0.13 0.13 0.31 0.20
THiGER-attn 0.78 0.69 0.83 0.72 0.69 0.51 0.56 0.32 0.54 0.38 0.02 0.16
THiGER-gin 0.75 0.65 0.83 0.72 0.70 0.54 0.07 0.02 0.29 0.20 0.01 0.16
THiGER-mean 0.71 0.54 0.82 0.70 0.69 0.53 0.17 0.06 0.73 0.57 0.10 0.16
THiGER-A-attn 0.80 0.69 0.85 0.74 0.70 0.53 0.23 0.07 0.68 0.51 0.19 0.17
THiGER-A-gin 0.79 0.68 0.85 0.74 0.70 0.52 0.18 0.14 0.47 0.30 0.39 0.25
THiGER-A-mean 0.74 0.60 0.84 0.74 0.70 0.53 0.28 0.10 0.78 0.63 0.28 0.20

4 Experiments

The performance of THiGER-A is rigorously assessed across multiple benchmark

datasets, as presented in Tables 1 and 2. The experimental evaluations are primarily

geared toward two distinct objectives:

1. Assessing the model’s effectiveness in handling interaction datasets pertinent to

temporal graph problems.

2. Evaluating the model’s proficiency in dealing with food-related biomedical datasets,

specifically for predicting relationships between food-related concepts and other

biomedical terms.

In Section 4.1, a comprehensive overview of the datasets used is provided. Our

evaluations encompass two fundamental settings:
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Table 2: Binary F1 score (F1) and Average Precision (AP) for future node pair
prediction task on the standard datasets in transductive and inductive settings. ∗
Static graph method. Showing the best and second best models on the food-related
biomedical dataset

Transductive Inductive

F-A F-ID F-IC F-A F-ID F-IC

F1 AP F1 AP F1 AP F1 AP F1 AP F1 AP

Logistic Regression* 0.71 0.55 0.70 0.53 0.67 0.50 0.50 0.29 0.50 0.29 0.54 0.33
GraphSAGE* 0.75 0.60 0.76 0.61 0.75 0.61 0.00 0.08 0.00 0.08 0.00 0.08
AGATHA* 0.86 0.75 0.83 0.71 0.84 0.72 0.61 0.40 0.61 0.41 0.59 0.38
CTDNE - - - - - - - - - - - -
TGN 0.31 0.18 0.35 0.21 0.32 0.19 0.29 0.14 0.27 0.13 0.27 0.13
JODIE 0.31 0.18 0.34 0.20 0.54 0.35 0.19 0.10 0.09 0.07 0.02 0.08
tNodeEmbed 0.54 0.38 0.56 0.40 0.59 0.46 0.31 0.15 0.32 0.16 0.31 0.17
DyRep 0.46 0.29 0.30 0.18 0.32 0.19 0.05 0.07 0.17 0.09 0.18 0.09
T-PAIR* 0.38 0.23 0.44 0.29 0.47 0.31 0.21 0.12 0.25 0.14 0.27 0.16
TDE 0.53 0.43 0.67 0.51 0.65 0.47 0.00 0.08 0.00 0.08 0.00 0.08
THiGER-attn 0.96 0.92 0.95 0.91 0.95 0.91 0.61 0.45 0.63 0.46 0.55 0.37
THiGER-gin 0.96 0.93 0.95 0.90 0.93 0.88 0.60 0.43 0.47 0.30 0.39 0.23
THiGER-mean 0.97 0.94 0.95 0.92 0.96 0.92 0.64 0.48 0.62 0.44 0.64 0.47
THiGER-A-attn 0.97 0.93 0.95 0.91 0.96 0.92 0.69 0.48 0.65 0.49 0.55 0.35

THiGER-A-gin 0.97 0.94 0.96 0.92 0.93 0.91 0.67 0.53 0.56 0.37 0.44 0.28

THiGER-A-mean 0.97 0.93 0.96 0.92 0.96 0.93 0.74 0.58 0.67 0.50 0.71 0.55

1. Transductive setup: This scenario involves utilizing data from all nodes during

model training.

2. Inductive setup: In this configuration, at least one node in each evaluated node pair

has not been encountered during the model’s training phase.

These experiments are designed to rigorously assess THiGER-A’s performance

across diverse datasets, offering insights into its capabilities under varying conditions

and problem domains.

4.1 Datasets

4.1.1 Interaction Dataset

We have restructured the datasets to align with our specific use case. We partition the

edges in the temporal graphs into five distinct groups based on their temporal labels.

For example, if a dataset is labeled up to 500 time units, we reorganize them as follows:

{0, . . . , 100} → 0, {101, . . . , 200} → 1, {201, . . . , 300} → 2, {301, . . . , 400} → 3, and

{401, . . . , 500} → 4. These User-Item based datasets create bipartite graphs.
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Table 3: Statistics of the evaluation datasets

Number of Edges Number of Nodes

Interaction

Wikipedia 21,905 6,257

Reddit 151,294 10,984

LastFM 257,941 1,980

Biomedical

All 5,674,515 84,735

Ingredient - Disease 4,868,208 76,076

Ingredient - Chemical 4,710,062 78,996

4.1.2 Food-related Biomedical Temporal Datasets

To construct the relationship graph, we extract sentences containing predefined enti-

ties (Genes, Diseases, Chemical Compounds, Nutrition, and Food Ingredients). We

establish connections between two concepts that appear in the same sentence within

any publication in the dataset. The time step for each relationship between concept

pairs corresponds to the publication year when the first mention was identified (i.e., the

oldest publication year among all the publications where the concepts are associated).

We generate three datasets for evaluation based on concept pair domains: Ingredient,

disease pairs, Ingredient, Chemical compound pairs, and all pairs (unfiltered). Graph

statistics are provided in Table 3. For training and testing sets, we divide the graph

into 10-year intervals starting from 1940 (i.e., {≤ 1940}, {1941–1950}, . . . , {2011–

2020}). The splits ≤ 2020 are used for training, and the split 2021–2022 is used for

testing. For all inductive evaluations, we assume knowledge of the three nearest node

neighbors for each of the unseen nodes. Neighborhood information is updated after

model training to incorporate this knowledge, with zero vectors assigned to new nodes.

4.2 Experimental Setup

In this section, we present the experimental setup for our evaluation. We compare

our proposed model, THiGER(-A), against several state-of-the-art (SOTA) methods

to provide context for the empirical results on benchmark datasets. To ensure fair
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comparisons, we utilize publicly available baseline implementations and modify those

as needed to align with our model’s configuration and input requirements. All exper-

iments were conducted using Python. For the evaluation of interaction datasets, we

train all models on single NVIDIA A10G GPU. In the case of the food-related biomed-

ical dataset, we employ 4 NVIDIA V100 GPUs for model training. Notably, all models

are trained on single machines. In our experiments, we consider graphs as undirected.

The node attribute embedding dimension is set to d = 128 for all models evaluated.

For baseline methods, we performed a parameter search on the learning rate and

training steps, and we report the best results achieved. Our model is implemented in

TensorFlow.

4.2.1 Data and Model setup

Unless explicitly mentioned, all methods, including our model, share the same initial

node attributes provided by Node2Vec (Grover and Leskovec, 2016). For models that

solely learn embedding vectors for individual nodes, we represent the hi,j of a given

node pair as the concatenation of the embedding vectors for nodes ⟨xi, xj⟩.

Model Setup & Parameter Tuning

Model Configuration: We employ a hierarchical encoder with N⌈log2 T ⌉ layers,

where N is a multiple of each hierarchical layer (i.e., with N − 1 encoder sublayers),

and T represents the number of time steps input to each hierarchical encoder layer.

In our experiments, we set the number of encoder layer multiples to N = 2. We

use 8 attention heads with 128 dimensional states. For the position-wise feed-forward

networks, we use 512 dimensional inner states. For the activation function, we applied

the Gaussian Error Linear Unit (GELU, Hendrycks and Gimpel, 2016). We apply

a dropout (Srivastava et al, 2014) to the output of each sub-layer with a rate of

Pdrop = 0.1.

Optimizer: Our models are trained using the AdamW optimizer (Loshchilov and
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Hutter, 2017), with the following hyper-parameters: β1 = 0.9, β2 = 0.99, and ϵ = 10−7.

We use a linear decay of the learning rate. We set the number of warmup steps to 10%

of the number of train steps. We vary the learning rate with the size of the training

data.

Time Embedding: We use Time2Vec (T2V, Kazemi et al, 2019) to generate time-

step embeddings which encode the temporal sequence of the time steps. The T2V

model is learned and updated during the model training.

Active learning: The size of subset BU is twice the size of the optimal subset B∗.

The model undergoes seven training rounds for the Wikipedia, Reddit, and Last FM

datasets, while it is trained for three rounds for the food-related biomedical dataset

(All, Ingredient-Disease, Ingredient-Chemical). Due to the large size of biomedical

dataset, we limit the model training to only three rounds. However, we anticipate

that increasing the number of training rounds will lead to further improvements in

performance.

4.2.2 Method Categories

We categorize the methods into two main groups based on their handling of temporal

information:

Static Methods: These methods treat the graph as static data and do not con-

sider the temporal aspect. The static methods under consideration include the Logistic

regression model, GraphSAGE (Hamilton et al, 2017), and AGATHA (Sybrandt et al,

2020).

Temporal Methods: These state-of-the-art methods leverage temporal informa-

tion to create more informative node representations. We evaluate the performance

of our base model, THiGER, and the final model, THiGER-A, against the following

temporal methods: CTDNE (Nguyen et al, 2018), TGN (Rossi et al, 2020), JODIE

(Kumar et al, 2019), TNodeEmbed (Singer et al, 2019), DyRep (Trivedi et al, 2019),

T-PAIR (Akujuobi et al, 2020b), and TDE (Zhou et al, 2022).
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4.3 Quantitative Evaluation: Interaction Temporal Datasets

We assess the performance of our proposed model in the context of future interaction

prediction (Rossi et al, 2020; Kumar et al, 2019). This dataset records interactions

between users and items.

We evaluate the performance on three distinct datasets: (i) Reddit, (ii) LastFM,

and (iii) Wikipedia, considering both transductive and inductive settings. In the

transductive setting, THiGER-A outperforms other models across all datasets, except

Wikipedia, where AGATHA exhibits significant superiority. Our analysis reveals that

AGATHA’s advantage lies in its utilization of the entire graph for neighborhood and

negative sampling, which gives it an edge over models using a subset of the graph due

to computational constraints. This advantage is more evident in the transductive setup

since AGATHA’s training strategy leans towards seen nodes. Nevertheless, THiGER-

A consistently achieves comparable or superior performance even in the presence of

AGATHA’s implicit bias. It is imperative to clarify that AGATHA was originally

designed for purposes other than node-pair predictions. Nonetheless, we have adapted

the algorithm to align with the node-pair configuration specifically for our research

evaluations.

In the inductive setup, our method excels in the Wikipedia and Reddit datasets but

lags behind some baselines in the LastFM dataset. Striking a balance between induc-

tive and transductive performance, THiGER-A’s significant performance gain over

THiGER underscores the effectiveness of the proposed incremental learning strategy.

This advantage is particularly pronounced in the challenging inductive test setting.
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Fig. 4: Transductive F1 score of incremental prediction (per year) made by THiGER
and three other baselines. The models are incrementally trained with data before the
evaluation time window

5 Quantitative Evaluation: Food-related Biomedical

Temporal Datasets

This section presents the quantitative evaluation of our proposed model on temporal

node pair (or “link”) prediction, explicitly focusing on food-related concept rela-

tionships extracted from scientific publications in the PMC dataset. The evaluation

encompasses concept pairs from different domains, including Ingredient, Disease pairs

(referred to as F-ID), Ingredient, Chemical Compound pairs (F-IC), and all food-

related pairs (F-A). The statistical characteristics of the dataset are summarized in

Table 3.

Table 2 demonstrates that our model outperforms the baseline models in both

inductive and transductive setups. The second-best performing model is AGATHA,

which, as discussed in the previous section, exhibits certain advantages over alternative

methods. It is noteworthy that the CTDNE method exhibits scalability issues with

larger datasets.
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An intriguing observation from this evaluation is that, aside from our proposed

model, static methods outperform temporal methods on this dataset. Further investi-

gation revealed that the data is more densely distributed toward the later time steps.

Notably, a substantial increase in information occurs during the last time steps. Up to

the year 2000, the average number of edges per time step is approximately 100, 000.

However, this number surges to about 1 million in the time window from 2001 to 2010,

followed by another leap to around 4 million in the 2011–2020 time step. This surge

indicates a significant influx of knowledge in food-related research in recent years.

We hypothesize that while this influx is advantageous for static methods, it might

adversely affect some temporal methods due to limited temporal information. To test

this hypothesis, we conduct an incremental evaluation, illustrated in Figure 4, using

two comparable link prediction methods (Logistic Regression and GraphSAGE) and

the two best temporal methods (tNodeEmbed and THiGER). In this evaluation, we

incrementally assess the transductive performance on testing pairs up to the year

2000. Specifically, we evaluate performance in the time intervals 1961–1970 by using

all available training data up to 1960, and similarly for subsequent time intervals.

From Figure 4, it is evident that temporal methods outperform static methods

when the temporal data is more evenly distributed, i.e., when there is an incremen-

tal increase in temporal data. The sudden exponential increase in data during the

later years biases the dataset towards the last time steps. However, THiGER consis-

tently outperforms the baseline methods in the incremental evaluation, underscoring

its robustness and flexibility.

5.1 Ablation Study

In this section, we conduct an ablation study to assess the impact of various sampling

strategies on the base model’s performance. The results are presented in Table 4,

demonstrating the performance improvements achieved by the different version of
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Fig. 5: Pair embedding visualization. The blue color denotes the true negative sam-
ples, the red points are false negative, the green points are true positive, and the purple
points are false positive

THiGER model (-mean, -gin and -attn) for each dataset. Due to the much larger size

of the food-related biomedical dataset, we conduct the ablation study only for the

baseline datasets.

First, we investigate the influence of the active learning (AL)-based negative sam-

pler on the base THiGER model. A comparison of the model’s performance with

and without the AL-based negative sampler reveals significant improvements across

all datasets. Notably, the performance gains are more pronounced in the challenging

inductive test cases where at least one node of an edge is unseen in the training data.

This underscores the effectiveness and generalizability of the AL-based learner for the

hypothesis prediction model in the positive-unlabeled (PU) learning setup.

Next, we integrate curriculum learning (CL) as a positive data sampler, resulting

in further enhancements to the base model. Similar to the AL-based sampling, the

performance gains are more pronounced in the inductive test setting. The relatively

minor performance improvement in the transductive case may be attributed to the

limited room for enhancement in that specific context. Nevertheless, both AL alone

and AL combined with CL enhance the base model’s performance and generalizability,

particularly in the inductive test scenario.
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Table 4: Ablation study to show performance comparison of individual components
of our framework. Our proposed model is THiGER-A that indicates THiGER + AL
+ CL

Wikipedia

Model Transductive Inductive

F1 AP F1 AP
THiGER-gin 0.75 0.65 0.07 0.02

THiGER-gin + AL 0.79 0.67 0.16 0.12
THiGER-gin + AL + CL 0.79 0.68 0.18 0.14

Last FM

Model Transductive Inductive

F1 AP F1 AP
THiGER-mean 0.69 0.53 0.10 0.16

THiGER-mean + AL 0.70 0.53 0.17 0.18
THiGER-mean + AL + CL 0.70 0.53 0.28 0.20

Reddit

Model Transductive Inductive

F1 AP F1 AP
THiGER-attn 0.83 0.72 0.54 0.38

THiGER-attn + AL 0.85 0.74 0.67 0.46
THiGER-attn + AL + CL 0.85 0.74 0.68 0.51

5.2 Pair Embedding Visualization

In this section, we conduct a detailed analysis of the node pair embeddings generated

by THiGER using the F-ID dataset. To facilitate visualization, we randomly select

900 pairs and employ t-SNE (Van der Maaten and Hinton, 2008) to compare these

embeddings with those generated by Node2Vec, as shown in Figure 5. We employ color-

coding to distinguish between the observed labels and the predicted labels. Notably, we

observe distinct differences in the learned embeddings. THiGER effectively separates

positive and negative node pairs in the embedding space. True positives (denoted

in green) and true negatives (denoted in blue) are further apart in the embedding

space, while false positives (indicated in red) and false negatives (shown in purple)

occupy an intermediate region. This observation aligns with the idea that unknown

connections are not unequivocal in our application domain, possibly due to missing

data or discoveries yet to be made.

33



5.3 Case Study

To assess the predictive accuracy of our model, we conducted a detailed analysis using

the entire available food-related biomedical temporal dataset. Subsequently, we collab-

orated with biologists to evaluate the generated hypotheses. The biologists’ focus was

on hypotheses related to oils, and the evaluation encompassed two distinct approaches.

Firstly, they conducted manual searches for references to the predicted positive

node pairs in various biology texts, excluding our dataset. A total of 402 node pairs

were submitted to the researchers, and their findings revealed relationships in 70

percent of the node pairs through literature searches and reviews.

Secondly, to explore cases where no direct relationship was apparent in existing lit-

erature, they randomly selected and analyzed three intriguing node pairs: (i) Flaxseed

oil and Root caries, (ii) Benzoxazinoid and Gingelly oil, and (iii) Senile osteoporosis

and Soybean oil.

Flaxseed oil and Root caries

Root caries refers to a dental condition characterized by the decay and demineral-

ization of tooth root surfaces. This occurs when tooth roots become exposed due to

gum recession, allowing bacterial invasion and tooth structure erosion. While the sci-

entific literature does not explicitly mention the use of flaxseed oil for root caries, it is

well-established that flaxseed oil possesses antibacterial properties (Liu et al, 2022).

These properties may inhibit bacterial species responsible for root caries. Furthermore,

flaxseed oil is a rich source of omega-3 fatty acids and lignans, factors potentially rel-

evant to this context. Interestingly, observational studies are investigating the oil’s

effects on gingivitis (Deepika, 2018).
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Benzoxazinoid and Gingelly oil

Benzoxazinoids are plant secondary metabolites synthesized in many monocotyle-

donous species and some dicotyledonous plants (Schullehner et al, 2008). Gingelly oil,

derived from sesame seeds, originates from a dicotyledonous plant. In the biologists’

opinion, this concurrence suggests a valid basis for the hypothesized connection.

Senile osteoporosis and Soybean oil

Senile osteoporosis is a subtype of osteoporosis occurring in older individuals due to

age-related bone loss. Soybean oil, a common vegetable oil derived from soybeans,

contains phytic acid (Anderson and Wolf, 1995). Phytic acid is known to inhibit the

absorption of certain minerals, including calcium, which is essential for bone strength

(Lönnerdal et al, 1989). Again, in the experts’ opinion, this suggests a valid basis for

a (unfortunately detrimental) connection between the oil and the health condition.

6 Conclusions

We introduce an innovative approach to tackle the hypothesis generation problem

within the context of temporal graphs. We present THiGER, a novel transformer-

based model designed for node pair prediction in temporal graphs. THiGER leverages

a hierarchical framework to effectively capture and learn from temporal information

inherent in such graphs. This framework enables efficient parallel temporal informa-

tion aggregation. We also introduce THiGER-A, an incremental training strategy that

enhances the model’s performance and generalization by training it on high-utility

samples selected through active curriculum learning, particularly benefiting the chal-

lenging inductive test setting. Quantitative experiments and analyses demonstrate

the efficiency and robustness of our proposed method when compared to various

state-of-the-art approaches. Qualitative analyses illustrate its practical utility.
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For future work, an enticing avenue involves incorporating additional node-pair

relationship information from established biomedical and/or food-related knowledge

graphs. In scientific research, specific topics often experience sudden exponential

growth, leading to temporal data distribution imbalances. Another intriguing research

direction is the study of the relationship between temporal data distribution and the

performance of temporal graph neural network models. We plan to analyze the per-

formance of several temporal GNN models across diverse temporal data distributions

and propose model enhancement methods tailored to such scenarios.

Due to the vast scale of the publication graph, training the hypothesis predictor

with all positive and negative edges is impractical and limits the model’s ability to

generalize, especially when the input data is noisy. Thus, it is crucial to train the

model selectively on a high-quality subset of the training data. Our work presents

active curriculum learning as a promising approach for feasible and robust training for

hypothesis predictors. However, a static strategy struggles to generalize well across dif-

ferent scenarios. An exciting direction for future research could be to develop dynamic

policies for data sampling that automatically adapt to diverse applications. Further-

more, improving time complexity is a critical challenge, particularly for applications

involving large datasets and models.
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