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ABSTRACT
For humans and other animals, the sense of smell provides crucial
information in many situations of everyday life. Still, the study of ol-
factory perception has received only limited attention outside of the
biological sciences. From an AI perspective, the complexity of the
interactions between olfactory receptors and volatile molecules and
the scarcity of comprehensive olfactory datasets, present unique
challenges in this sensory domain. Previous works have explored
the relationship between molecular structure and odor descriptors
using fully supervised training approaches. However, these meth-
ods are data-intensive and poorly generalize due to labeled data
scarcity, particularly for rare-class samples.

Our study partially tackles the challenges of data scarcity and la-
bel skewness through multimodal transfer learning. We investigate
the potential of large molecular foundation models trained on ex-
tensive unlabeled molecular data to effectively model olfactory per-
ception. Additionally, we explore the integration of different molec-
ular representations, including molecular graphs and text-based
SMILES encodings, to achieve data efficiency and generalization of
the learned model, particularly on sparsely represented classes. By
leveraging complementary representations, we aim to learn robust
perceptual features of odorants. However, we observe that tradi-
tional methods of combining modalities do not yield substantial
gains in high-dimensional skewed label spaces. To address this chal-
lenge, we introduce a novel label-balancer technique specifically
designed for high-dimensional multi-label and multi-modal train-
ing. The label-balancer technique distributes learning objectives
across modalities to optimize collaboratively for distinct subsets
of labels. Our results suggest that multi-modal transfer features
learned using the label-balancer technique are more effective and

∗Both authors contributed equally to this research.
†Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
Conference’23, August 2023, Long Beach, CA, USA
© 2023 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/XXXXXXX.XXXXXXX

robust, surpassing the capabilities of traditional uni- or multi-modal
approaches, particularly on rare-class samples.
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1 INTRODUCTION
The human sense of smell plays a crucial role in many domains,
including food and flavor perception, perfumery, assistive technol-
ogy, healthcare, and increasingly also in multimodal user interface
design. Despite its significance, olfactory perception has received
relatively limited scientific attention outside of the biological sci-
ences. This is largely due to several domain-specific challenges
unique to this sensory domain, such as the complex interactions
between hundreds of olfactory receptors and volatile molecules
and the scarcity of comprehensive olfactory datasets.

While modeling olfactory perception is still in its early stages,
machine learning has emerged as a promising approach for ad-
dressing various complex problems in a neighboring field, namely
chemistry: drug discovery [16] and protein folding [23] are only
two of several examples. The enormous success of transformer
and foundation models in the vision and the NLP domains, such
as BERT [8], GPT [35], DALL-E [37], and T5 [36], has inspired
the development of large molecular models like SMILES trans-
former [19], MG-BERT [52], and ChemBERT [6] to solve complex
biomedical [23] and biochemical [12] problems. Using unsupervised
or self-supervised methods, these models learn molecular finger-
prints by pretraining sequence-to-sequence language models on
SMILES data [22, 27]. SMILES (‘simplified molecular-input line-entry
system, [48]) is a text-based standard representation for molecules
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Figure 1: Distribution of perceptual descriptors of odorants on the entire dataset. Few descriptors, such as “fruity”, and “sweet”,
are more often used to describe odor perception than other descriptors.

that’s commonly used in computational chemistry. While the ef-
fectiveness of molecular foundation models such as ChemBERT
and SMILES transformer has been extensively investigated in the
domains of drug discovery and quantitative structure-property re-
lationship (QSPR) prediction, their potential application for smell
perception, also known as quantitative structure-odor relationship
(QSOR) prediction, remains unexplored in prior research.

Recently, the QSOR problem has been approached using fully
supervised training [14, 24, 25, 40, 42, 43]. Keller et al. [25] con-
ducted an empirical study to investigate the physical properties of
molecules that evoke specific smells such as “floral” or “pungent”.
Roberto et al. [42] proposed a distinct set of physico-chemical fea-
tures that contribute to different smell perceptions, highlighting
the role of sulfur atoms in evoking pungent smells. The most recent
work, by Benjamin and Brian et al. [29, 40] employed a graph neural
network (GNN) trained on molecular graphs to model odor per-
ception. While olfactory perception has been studied long before,
most classical approaches [18, 38, 39] rely on empirical studies to
establish the relationship between molecular structure and odor
descriptors. Despite these efforts, the precise connection between
molecular structure and olfactory perception remains unclear. Fur-
thermore, all of these fully-supervised methods are data-intensive,
posing challenges in acquiring sufficient training data. The largest
publicly available olfactory perceptual dataset, Goodscent [11], con-
tains only 4626 labeled samples. Even a model trained on the entire
dataset from scratch through a fully-supervised method still per-
forms poorly, particularly on sparsely represented classes. Similar
to other olfactory datasets, the label distribution of the Goodscent
dataset is highly skewed, as illustrated in Figure 1. Certain odor
descriptors, such as “fruity” and “sweet”, are used more frequently
than others, such as “tea” and “strawberry”.

In this work, we address the problems of data scarcity and label
skewness by leveraging multimodal transfer learning. Specifically,

we investigate how large molecular foundation models trained on
extensive unlabeled molecular data such as PubChem and ZINC [22,
27] can be potentially used to model olfactory perception effectively.
Furthermore, we explore how combining differentmodalities–including
(a) molecular graphs that capture the symmetry and orientation
of atomic systems and (b) SMILES, a sequential text encoding of
chemical formulae that enables the utilization of language models–
contributes effectively to developing a data-efficient perceptual
model. Unlike conventional multimodal learning approaches, a
naive fusion of different modalities turns ineffective when deal-
ing with high-dimensional and highly class-imbalanced data. To
address this challenge, we introduce label-balancer, a technique
for high-dimensional multi-label and multi-modal training frame-
works. Our label-balancer technique distributes learning objectives
across different modalities, allowing different models to optimize
collaboratively for distinct subsets of labels. Our approach leads
to improved generalization and overall performance compared to
single-modality training or traditional multi-modality fusion ap-
proaches [3]. The performance gain from label-balancer is especially
pronounced on rare-class samples.

Our main contributions are

(1) We introduce a data-efficient perceptual model through the
utilization of multimodal transfer learning. We show that
transfer features derived from pre-trained molecular founda-
tion models are highly effective in perception modeling, even
without prior training on perceptual labels. Remarkably, our
method achieves comparable performance using only 20% of
the available labeled data. This results in a substantial reduc-
tion of data requirements by 75% compared to non-transfer
learning approaches.

(2) Additionally, we explore how different modality molecular
representations contribute to olfactory perception modeling.
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To address the problem of skewed label distribution, we in-
troduce the label-balancer technique that improves model
generalization and performance without any additional com-
putational cost or training data requirements.

Finally, we conduct a comprehensive evaluation of our method,
demonstrating its performance in comparison to prior approaches
across diverse experimental scenarios. Benefiting from pre-training
on large unlabeled data and combining two modalities, our frame-
work trained via MolCLR [47] and SMILES-transformer [19] demon-
strates better performance on olfactory perception modeling tasks
in comparison to prior supervised learning methods. Our code
can be found at https://github.com/priyadarshini-sony/multimodal-
olfaction.

2 RELATEDWORK
The relevant work can be broadly classified into three categories:
olfactory perceptual model, transfer learning in olfaction, multi-
modal perception learning. We review representative techniques
in each category and discuss the unique aspects of our approach
compared to existing methods.

2.1 Olfactory perceptual model
Several studies utilize machine learning empowered tools to model
olfactory perception [17, 33, 43]. Olfactory perception is based on
perceived chemical stimuli, which are associated with complex
physicochemical parameters of chemicals. Earlier studies investi-
gated the relationships between the odor characteristics of chemi-
cals and their physicochemical parameters using linear modeling
approaches, including principal component analysis (PCA) and non-
negative matrix factorization (NMF) [4, 26]. However, considering
the fundamentally nonlinear nature of the biological olfactory sys-
tem, we should question the suitability of these linear modeling
techniques for accurately modeling olfactory perception. Nozaki
et al. [33] utilize nonlinear dimensionality reduction on mass spec-
tra data as inputs and use the language modeling method word2vec
to predict odor characters of chemicals.

In addition to the information from mass spectrometry, subse-
quent studies incorporated additional chemical structure informa-
tion as explanatory variable to improve the accuracy. Traditional
hand-crafted molecular representations such as Dragon [42] and
Mordred [31] are characterized by fixed-length vectors representing
different physical and chemical properties of molecules. Gutierrez
et al. [17] predicted up to 70 olfactory perceptual descriptors us-
ing chemoinformatic features generated by Dragon. Without using
cheminformatics features, Tran et al. [43] hypothesized that chemi-
cals play the role of ligands with 3D spatial structures to olfactory
receptors and, therefore, can be learned using convolutional neural
networks. They trained a convolutional auto-encoder, called Deep-
Nose, to learn the mapping between a low-dimensional 3D spatial
representation of molecules and human perceptual responses. Most
recently, Sanchez-Lengeling et al. [40] trained a graph neural net-
work to predict the relationship between a molecule’s structure and
its smell. The graph embeddings capture meaningful structures on
both a local and global scale, which is useful in downstream QSOR
tasks. Lee et al. [29] extends Sanchez-Lengeling et al. [40]’s work by

employing a GNN to generate a Principal Odor Map (POM) that pre-
serves and represents known perceptual relationships and enables
odor quality prediction for novel odorants. However, none of these
prior works explore multimodal transfer learning to address the
problem of data efficiency and performance generalization, which
are inherent in the olfactory domain.

2.2 Transfer learning in olfaction
Unlike the olfactory perception task (QSOR prediction), several
fields in the biomedical and biochemical domains explore the utility
of large molecular foundation models for a wide range of tasks. Us-
ing transfer learning, chemical language models have demonstrated
their capability to learn specific chemical features from a much
smaller training set. Several works develop large language models
similar to BERT through self-supervised training on SMILES se-
quences (SMILES-BERT [46], MOLBERT [10], Bio-Bert [30], Chem-
BERTa [7], and ChemBERTa-2 [1]). After pretraining, these models
are fine-tuned for their respective downstream tasks. On the other
hand, the seq2seq model is also proposed to provide effective vec-
tor representations by leveraging a large pool of unlabeled data.
SMILES2Vec is an interpretable general-purpose deep neural net-
work for predicting various chemical properties, such as toxicity,
activity, solubility, and solvation energy [15]. Among the large pre-
trained seq2seq models, Seq3seq [51]is the first semi-supervised
learning model for molecular property prediction. It utilizes an
Encoder-Decoder structure which can provide a strong molecular
representation using a huge training data pool containing a mixture
of both unlabeled and labeled molecules.

SMILES Transformer using a Transformer-based seq2seq ar-
chitecture is another noteworthy approach introduced by Honda
et al. [20]. It works well for the defined downstream predictive
task, especially demonstrating improved performance in small data
settings. The question of whether large language models, such as
GPT-3, trained on non-chemical corpora, can acquire meaningful
knowledge in the field of chemistry has also been investigated in a
recent study [49].

Besides chemical language models, molecular graphs have been
widely used for pretraining strategies. Hu et al. [21] propose to
train a GNN model with context prediction or attribute masking
self-supervised tasks. In the context prediction approach, a binary
classifier is employed to determine whether a specific atom envi-
ronment corresponds to a particular context graph. On the other
hand, attribute masking involves masking random nodes, and the
objective is to predict their attributes, such as atom type. Wang
et al. [47] extend the pre-training with an alternative strategy based
on contrastive learning. Benefiting from the different augmenta-
tion strategies they used, the fine-tuned MOLCLR (Molecular Con-
trastive Learning of Representations via Graph Neural Networks)
model achieved state-of-the-art performance on various chemical
tasks, including molecular property prediction. Despite several ef-
forts in diverse domains, none of the prior works explore the utility
of pre-trained transfer features for QSOR tasks.

2.3 Multi-modal perception learning
As human beings, our perception of the environment is shaped
by the information we gather through multimodal multisensory
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clues. A learning agent that aims to replicate human-like capabilities
should also possess the ability to comprehend and generate informa-
tion across different modalities. In order to learn representations of
multimodal data, Silvaet al. [41] propose to learn common encoded
features using multimodal VAE (MVAE). Another approach, the
Multimodal Factorization Model (MFM) [44], proposes the factor-
ization of the multimodal representation into separate, independent
representations. Vasco et al. [45] proposed a hierarchical design,
called MUSE, to learn a hierarchical multimodal representation,
beginning with low-level modality-specific representations from
raw observation data and ending with a high-level multimodal
representation encoding joint-modality information.

In the perception domain, vision and audio constitute the major
part of multi-modal perception learning [3]. Chen et al. [5] pro-
pose a Vision-Audio-Language Omni-peRception pretraining model
(VALOR) for multi-modal understanding and generation. Experi-
ments show that VALOR can learn strong multimodal correlations
and be generalized to various downstream tasks. In addition to vi-
sual and auditory, individuals that interact with the physical world,
such as robots, will benefit from a fine-grained tactile perception of
objects and surfaces. Gao et al. [13] propose a method of classifying
surfaces with haptic adjectives from both visual and physical inter-
action data such as friction and vibration signals. Kumari et al. [34]
proposed a deep neural network-based model of tactile perception
that projects multiple sets of signals into the perceptual embedding
space such as haptically-similar material surfaces are placed closer
to each other. Richard et al. [50]’s work is similar to our study in
showing the effectiveness of deep pre-trained features for visual
perception modeling tasks. However, to the best of our knowledge,
our work is the first to investigate the potential of incorporating
multiple modalities and transfer features in the olfactory percep-
tion domain. This unique approach has the potential to provide
valuable insights into the complex interplay between chemical fea-
tures and human olfactory perception, opening up new avenues
for understanding and improving odor perception models.

3 METHOD
In this section, we describe the process of extracting deep features
from the molecular foundation model and calibrating them for the
smell perception task. Next, we discuss the method of combining
various modalities and training our multimodal framework in a
highly dimensional and highly skewed label space, utilizing the
label balancer technique. We begin by describing some standard
molecular representations that are commonly used in machine
learning applications.

The most commonly used molecular features for perceptual tasks
are Dragon [42] and Mordred [31]. They are a collection of several
types of molecular information in tabular form, describing physical
or chemical properties of a molecule, such as the atom density, the
number of carbon or sulfur atoms, and the acid/base count. Mordred
features, being open-sourced, are more widely used in prior studies.
Other representations include molecular graphs, which capture
atomic system symmetry and orientation, and SMILES, a sequential
text encoding of chemical formulae that enables the use of language
models.

3.1 Perceptually-calibrated Transfer Features
SMILES-based perceptual features: In order to generate pre-
trained deep features, we leverage SMILES-transfomer [32] which
has been trained on 83𝑀 molecules from the PubChem [27] reposi-
tory (i.e., one of the largest repositories of molecules, consisting of
comprehensive information on molecular structure and properties).
However, none of the prior approaches make use of this vast un-
labeled dataset and large language models for the QSOR task that
involves learning a mapping function between the molecule’s struc-
ture and its smell perception. The SMILES transformer (shown in
Figure 2) has a standard transformer architecture with six encoder
and decoder layers and eight attention heads and is trained on a
self-supervised task involving SMILES-IUPAC translation. IUPAC
is an alternative text-based representation of molecular structure,
describing similar aspects of molecular structure as SMILES but us-
ing a different nomenclature. During the training process, batches
of 96 molecular string pairs are used, and the Adam optimization
algorithm is applied with an initial learning rate of 1𝑒−3. The learn-
ing rate follows a cosine function within each epoch, decreasing
by two orders of magnitude after completing half a period. The
training is performed over 83M molecules, lasting for three epochs.

O
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2-
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(N
-C
N
2C

)N
(C
(-
O
)N
1C

)C

Text SMILES
STRING

Transformer
Encoder

Smile-Transformer
fingerprint

Transformer
Decoder

Predicted IUPAC
names

1,3,7-trimethylypurine
-2,6-dione

Figure 2: A depiction of SMILES-transformer trained through
the self-supervised SMILES-IUPAC translation task. The
learned embedded features are obtained from the encoder
layer shown in red.

The intermediate features obtained from the pre-trained network
effectively capture the information shared across both SMILES and
IUPAC representations. To further refine these transfer features
for olfactory perception, we perform perceptual calibration by fine-
tuning the MLP head using supervision derived from olfactory
perceptual descriptors. This learning technique leads to learning a
more refined and optimized perceptual space, with higher weights
for perceptually-relevant features and lower weights for less rele-
vant ones. It is important to note that the SMILES-transfomer [32]
is not trained using perceptual labels. Our approach only fine-tunes
theMLP head to facilitate the downstream task of predicting QSORs.
Our experimental results demonstrate that transfer features, even
without explicit optimization for the perceptual task, are remarkably
effective for the QSOR task. The transfer features require signifi-
cantly less labeled data than the existing supervised approaches to
achieve comparable performance.

Graph-based perceptual features:Although the SMILES-based
representation effectively encodes sequential and structural prop-
erties, it fails to capture the crucial molecular topology. Given the
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Figure 3: The MolCLR framework optimized for olfactory
perception task. The green mask shows the removed sub-
graph resulting from the graph augmentation technique. The
final layer embedding features, denoted as 𝑧𝑖 , are fine-tuned
for the downstream QSOR task.

vastness of the chemical space, it becomes challenging for any sin-
gle molecular representation to generalize across a wide range of
molecules. To have better coverage of the representational space, we
explore an alternative modality representation, a molecular graph,
which adequately captures the topology and structural orientation
of molecules. Similar to SMILES, we employ a pre-trained model,
MolCLR [47], trained on 10𝑀 PubChem molecules through self-
supervised contrastive loss. MolCLR defines the self-supervised
task using three different graph augmentation techniques: atom
masking, bond deletion, and subgraph removal. The positive pairs
constitute a molecule and its corresponding augmented molecule
graph, while any two different molecules form negative pairs. Sim-
ilar to the SMILES-transformer, our graph framework consists of
pre-trained MolCLR and MLP head, and we fine-tune the MLP
head for downstream QSOR tasks using perceptual labels. MolCLR
uses a 5-layer graph convolution [28] with ReLU activation as the
GNN backbone, incorporating modifications from Hu et al. [21] to
support edge features. Graph-level readout is performed through
average pooling, producing a 512-dimensional molecular represen-
tation. The NT-Xent loss is optimized using the Adam optimizer
with weight decay 10e-5. The model is trained for a total of 50
epochs with a batch size of 512.

3.2 Multimodal Representation
Next, we explore how combining the graph with text-based molec-
ular representations helps learn more effective perceptual features.
Our method draws inspiration from ensemble learning approaches.
Combining diverse modalities or models usually improves the per-
formance of machine learningmethods. This improvement becomes
more pronounced when the features or models are dissimilar from
each other, as they contribute uniquely to the learning process.

Multimodal fusion offers several advantages – a) multimodal in-
formation may offer complementary information for the defined
learning task, b) multimodal learning can be viewed as an ensemble
learning approach where multiple models optimize for the same
downstream task, resulting in improved and robust performance,
and c) certain modalities may be more expensive to obtain than
others, in which case multimodal learning can still operate even
in the absence of one or a few modalities. We begin by investi-
gating the effectiveness of classical fusion methods by optimizing
uni-modal SMILE transfer features 𝑧𝑆 , and graph transfer features
𝑧𝐺 , individually as well as jointly using static fusion approaches
such as concatenation 𝑣𝑆 ∥ 𝑧𝐺 , element-wise sum 𝑧𝑆 ⊕ 𝑣𝐺 , and
product 𝑧𝑆 ⊙ 𝑧𝐺 . The final embedding features, after combining the
modalities using an element-wise sum, can be expressed as follows:

𝑧𝑀 = 𝑓𝑀 (𝑓𝑆 (𝑧𝑆 ) ⊕ 𝑓𝐺 (𝑧𝐺 )) (1)
(2)

Here, 𝑓𝑆 and 𝑓𝐺 represent the MLP heads for SMILE-transformer
and MolCLR, respectively. 𝑓𝑀 refers to the final linear layer that
combines different modality features with optimal weights based
on their perceptual relevance.

Figure 4: The label balancer minimizes the impact of the
skewed dataset and helps achieve better performance and
generalization on all class samples. The sets 𝑦𝑆 and 𝑦𝐺 de-
note subsets of labels optimized by SMILES-transformer and
MolCLR, respectively. After each training round of weight
updates, both modality features are combined using a static
fusion approach.

Label-balancer: We observe that the final multimodal features
are less effective due to the high correlation between modalities.
This correlation leads to a reduced amount of complementary infor-
mation available to aid the models. Furthermore, training becomes
even more challenging with a high-dimensional skewed label dis-
tribution. To address this problem, we introduce the label-balancer
training technique, which mitigates overfitting and offers better
generalization on rare-class test samples. The core idea is to dis-
tribute learning objectives across different modalities, enabling
different models to optimize collaboratively for distinct subsets of
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labels. In each training iteration, we use a random label division
strategy where half of the labels are optimized using the SMILES
transformer, and the remaining half are optimized using the Mol-
CLR. Specifically, our objective function is

𝐿𝑐𝑒 = −
𝐿∑︁
𝑖=1

𝑙𝑜𝑔𝑝
𝑦

𝑖
1𝑦𝑆 (𝑖) − 𝑙𝑜𝑔𝑝

𝑦

𝑖
1𝑦𝐺 (𝑖) (3)

Here 𝑦𝑆 and 𝑦𝐺 are complementary sets, denoting label subsets
optimized by SMILES-transformer and MolCLR, respectively. The
division of labels among different models enables each model to
learn more effective features for the assigned labels. Moreover, by
integrating diverse features learned from distinct models trained
on different label sets, our method demonstrates improved gener-
alization capability, which is particularly difficult to achieve with
high-dimensional multi-label data. Our proposed training frame-
work improves performance compared to uni-modal training and
classical multi-modality fusion approaches [3]. We anticipate fur-
ther improvement in the performance as we incorporate additional
modalities into our training framework.

4 EVALUATION
We evaluate our framework through several experiments address-
ing three questions: (Q1) How effective are pre-trained molecular
foundation models for modeling olfactory perception? (Q2) Does
combining different molecular representations, such as molecu-
lar graphs and text-based SMILES, result in better perceptual fea-
tures? (Q3) How effective is our multimodal training technique,
label-balancer, compared to classical fusion techniques for high-
dimensional and highly skewed multi-label spaces? We start by
introducing the dataset, implementation details, and evaluation
setup before discussing each question in subsequent subsections.

4.1 Dataset and Implementation
Dataset. In the olfactory domain, there are very few percep-

tion datasets. The commonly used datasets include the Dravenieks
database [9], which comprises only 138 molecules described by a
131𝐷 dimensional perceptual label vector. Additionally, the Keller
dataset [25] consists of 480 molecules, with non-expert provided
20𝐷 dimensional descriptors. Other notable datasets are the Goods-
cents dataset [11], containing 4626 molecules described by 668𝐷
dimensional descriptors, and the Leffingwell dataset [2], consist-
ing of 3522 molecules described by 113𝐷 dimensional descriptors.
The descriptor labels for both datasets, Goodscents and Leffingwell,
are gathered from domain-experts and hence are less noisy. While
the Dravenieks database [9] is too small to be effectively used in
learning-based techniques, the Keller dataset suffers from noise and
sparsity issues due to the labels being collected from non-experts.
To generate a large-scale and clean dataset, after filtering out noisy
labels and inconsistent molecules, we compiled a collection of 5595
molecules from the Goodscents and Leffingwell datasets, described
by 91𝐷 dimensional perceptual descriptors. Even after cleaning out
noisy labels, the final curated dataset has a skewed label distribu-
tion, where certain descriptors such as “fruity” are frequently used,
while descriptors like “dairy” and “tea” are sparsely used. Moreover,
the label set is also fine-grained, consisting of broad and commonly

used descriptors like fruity to more specific labels such as apple,
pear, pineapple, etc.

Implementation Details. We use the SMILES-transformer, con-
sisting of six encoded and decoded layers [19] and MolCLR [47],
consisting of a 5-layer graph convolution with ReLU activation.
Both modality representations are fine-tuned using an MLP head
with 512 neurons. We train the model using the cross-entropy loss,
with Adam optimizer on a batch size of 32 for 5000 epochs. We
evaluate the performance of our learned model using the AUROC
(Area Under the Receiver Operating Characteristic) metric, which
is commonly used for multilabel classification problems. We mea-
sure the model’s performance by calculating the unweighted mean
AUROC, which involves averaging the AUROC scores across all 91
odor descriptors and assigning equal weights to all descriptors to
ensure unbiased performance comparison.

4.2 Results and Discussion

Q1: How effective are pre-trainedmolecular foundationmod-
els for modeling olfactory perception?

Figure 5a shows the performance comparison between percep-
tual features learned with and without using a pre-trained SMILES-
transformer model. To obtain non-transfer features, we use state-of-
the-art by zheng [53]. We train the SMILES-transformer [53] from
scratch using our perceptual training data. To evaluate whether the
model’s performance is limited by the amount of data, we conduct
training on progressively larger volumes of data from 20% to 80%
of the whole dataset. The results demonstrate that the performance
of the non-transfer model improves as more data is used, but it
remains suboptimal even after utilizing 80% of the available train-
ing data. However, by leveraging the pre-trained model [19], our
method significantly outperforms the state-of-the-art. Even with
just 20% of the available labeled data, we obtain considerably higher
AUROC compared to the performance achieved without transfer
learning.

It is interesting to note that the pre-trained SMILES-transformer [19]
is trained using a self-supervised task of SMILES-IUPAC translation,
which does not have an obvious connection with smell perception.
Remarkably, the transfer features learned from this self-supervised
objective are perceptually effective and yield substantial perfor-
mance gains with minimal perceptual supervision on only 20%
of the data. Moreover, the computational overhead for learning
weights for just one MLP head is significantly reduced compared
to training the entire model from scratch. The rate of performance
improvement with increasing training data is less pronounced in
the case of transfer learning. This can be attributed to the dimin-
ished potential for improvement over the already rich and effective
pre-trained features generated from millions of unlabeled samples.

Figure 5b depicts a similar comparison for the molecular graph.
We learn non-transfer graph features using another state-of-the-art
approach in themolecular graph domain by Sanchez-Lengeling et al. [40].
They utilize a graph neural network to model olfactory perception
and evaluate their approach using a curated Goodscents dataset. As
their data is not publicly available, we train their model on our data
to demonstrate the performance of the learned non-transfer fea-
tures. As shown in figure 5b, our method significantly outperforms
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Figure 5: Performance of perceptual features learned with and without transfer learning on (a) SMILES representation (left) (b)
molecular graph representation (right) with an increasing amount of training data. For both representations, our approach,
leveraging pre-trained features from molecular foundation models, outperforms state-of-the-art methods by a significant
margin.

the state-of-the-art. However, it is worth noting that the perfor-
mance of non-transfer features derived from the molecular graph
is considerably superior to that of the SMILES representation. This
observation aligns with what would can intuitively be expected, as
the molecular graph is more effective in capturing key elements for
modeling olfactory perception (such as the presence or absence of
atoms, types of atomic bonds, orientation, and topology) than the
text-based simpler representation provided by SMILES.
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Figure 6: Ablation study to show the benefit of transfer learn-
ing on uni-modal and multi-modal representations. Transfer
learning helps in both uni- and multi-modal features.

Next, we examine the benefits of transfer learning for both uni-
modal and multi-modal features. Similar to the previous evalua-
tions, we utilize state-of-the-art methods [40, 53] for the SMILES
and graph representations, when learning non-transfer features.
To derive multi-modal features, we combine the graph and SMILES
representations using a traditional fusion method that involves
element-wise summation. As shown in figure 6, we observe that
the advantages of transfer learning extend beyond single-modality

features. Even in the case of multi-modal features, significant per-
formance gains are achieved through the use of transfer learning.

Takeaway 1 The transfer features acquired from molecular
foundation models demonstrate remarkable perceptual ef-
fectiveness and robustness across diverse feature types and
datasets.

Q2: Does combining different molecular representations,
such as molecular graphs and text-based SMILES, result in
better perceptual features?

Table 1: Performance of different uni- and multi-modal fea-
tures for olfactory perception tasks. For the sensitivity anal-
ysis, we compare the performance of all the standard fusion
variations, including element-wise sum ⊕, product ⊙, and
concatenation ∥.

Features Multimodal Test
AUROC

SMILES (𝑆) [53] ✕ 0.71
Graph (𝐺) [40] ✕ 0.76

MORDRED (𝑀) [31] ✕ 0.80
𝑆 ⊕ 𝐺 ✓ 0.81
𝑆 ⊕ 𝑀 ✓ 0.83
𝐺 ⊕ 𝑀 ✓ 0.84

𝑆 ⊕ 𝐺 ⊕ 𝑀 ✓ 0.81
𝑆 ⊙ 𝐺 ⊙ 𝑀 ✓ 0.84
𝑆 ∥ 𝐺 ∥ 𝑀 ✓ 0.84

Table 1 provides an overview of the performance of different
uni- and multimodal features for olfactory perception tasks. For the
single modality features, we compare our method with the relevant
state-of-the-art approaches. In all cases, we train the model on 80%
of the available data and test it on the remaining 20% of the data. The
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results clearly demonstrate that while there is some improvement
achieved by combining modalities, the gains are relatively less
significant compared to the benefits observed from transfer features.
Among all the standard fusion variations, such as element-wise
sum, product, and concatenation, we observe the best performance
with the concatenation and element-wise product features.

Upon further examination of the poor performance of multi-
modal features, we find that different modalities tend to make simi-
lar errors. Specifically, we observe that all modalities make accurate
predictions on samples belonging to well-represented classes, while
simultaneously making errors on samples from rare classes. Fig-
ure 7 shows the percentage of test samples where both SMILES and
the graph model make correct or incorrect predictions. As depicted
in the figure 7, there are only few samples on which both models
make different predictions. This result suggests that the individ-
ual modality is not diverse enough to contribute complementary
information to the overall performance of the combined model.
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Figure 7: Distribution of test samples where both SMILES and
graph models make (dis)similar predictions. There are only
few samples where both models make different predictions.

Takeaway 2 The integration of graph-based features and
SMILES representations results in limited improvements
when compared to transfer learning methods due to a lack
of complementary information.

Q3: How effective is our multimodal training technique,
label-balancer, compared to classical fusion techniques for
high-dimensional and highly skewed multi-label spaces?

Next, we evaluate the effectiveness of our proposed label bal-
ancer technique compared to classical fusion approaches for com-
bining different modalities. To evaluate multimodality techniques,
we train two models: one utilizes the classical element-wise sum
and fine-tuning with an MLP head, while the other employs the la-
bel balancer technique to train the joint model, using both SMILES
and graph inputs. We evaluate the performance of both models by
comparing an average test AUROC value computed across all 91

perceptual descriptors. To assess the robustness of the label balancer
technique, we conduct experiments on training data of varying sizes
ranging from 5% to 80%. In the figure 8, the blue curve represents the
performance of the combined model trained using the MLP head,
while the yellow curve represents the performance using the label
balancer technique. Notably, the label balancer technique consis-
tently outperforms the classical fusion approach across all training
subsets. This further emphasizes the effectiveness and robustness
of our approach for multilabel multimodal training. While figure 8
demonstrates the effectiveness of the label balancer compared to
the MLP head, the gain is normalized due to averaging AUROC
across all label descriptors. Next, we explicitly demonstrate how
the label balancer technique affects the performance of well and
sparsely represented classes separately.

0 10 20 30 40 50 60 70 80
Percent Training Data (SMILES+Graph)

0.70

0.75

0.80

0.85

0.90

0.95

1.00

A
U

R
O

C

MLP Head Label Balancer

Figure 8: Performance comparison between classical multi-
modal fusion technique (MLP head) and label balancer. The
result shows the average test AUROC value across all 91 per-
ceptual descriptors. Our label balancer consistently outper-
forms the MLP head across all training dataset sizes.

We evaluate the performance of the MLP head and the label
balancer on each class separately. For ease of visualization, we group
all classes into clusters based on the sample density. In figure 9, the
x-axis represents the clusters formed from all 91 descriptor classes,
ranging from the most dense class (left-most) to the most sparse
class (right-most).

For each cluster, we show the average performance gain achieved
by the label balancer over the MLP head. As we see in the figure 9,
the label balancer technique yields higher gains on sparsely rep-
resented classes compared to densely represented classes. The in-
creasing trend from left to right validates our intuition that training
with distributed objectives across different modalities helps in the
generalization of the model for rare class samples. Furthermore,
the performance on the dense class is already good, leaving less
room for improvement for the label balancer technique. To see
the performance gain for each class, please refer to table 3 in the
appendix.

Finally, we examine the multimodal representation learned by
our label balancer for combining SMILES and graph features. In
order to visualize the learned embedding, we use t-SNE algorithms
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Figure 9: Performance gain by the label balancer over the
MLP head approach on most-dense to most-sparse classes.

Figure 10: Visualization of molecular representation learned
by our model via t-SNE. Representations are shown for the
test samples on randomly selected labels, which are shown
by different colors.

to project the learned representation of test samples onto a 2D space.
We want to emphasize that each sample in our case has multiple
labels, resulting in molecules belonging to different class clusters
rather than a single one. As a result, we observe diffused clusters in
the embedding space, in contrast to the tight clusters observed in
multiclass problems where classes are mutually exclusive. Despite
this, we still see perceptually similar classes appearing closer to
each other than distinct ones. For instance, molecules that evoke
fruit smells such as “apple”, “pear”, and “pineapple” form a cluster

and are perceptual neighbors in the embedding space. Similarly,
other flavors like “roasted” and “honey” are also grouped together.
This observation suggests that our method captures the perceptual
similarity between different flavors in a meaningful manner, despite
the challenges posed by the multi-label nature of the problem.

Takeaway 3 The label balancer is effective in learning multi-
modal representation, particularly in high-dimensional and
highly skewed multi-label spaces. It successfully learns per-
ceptually meaningful representations and improves general-
ization, specifically for sparsely represented classes.

5 CONCLUSIONS
Our study addresses the challenges of data scarcity and label skew-
ness in olfactory perception modeling by leveraging multimodal
transfer learning. We demonstrate that the pre-trained molecular
foundation models are effective in learning olfactory perception
with minimal supervision. We address the data scarcity problem
by leveraging pre-trained features and reducing the amount of
data required for training by up to 75% compared to non-transfer
learning approaches. We further investigate the effectiveness of dif-
ferent molecular representations and introduce the label-balancer
technique to improve model generalization and performance in
scenarios where the label space is high-dimensional and highly
skewed. Experimental results on the largest publicly available ol-
factory perception dataset, Goodscents, validate that our method
achieves both data efficiency and robust performance compared to
state-of-the-art methods.

There are several interesting research directions to explore as
future work. We would like to build a molecular foundation model,
leveraging Mordred features similar to SMILES-transfer and Mol-
CLR. We anticipate that incorporating additional modalities can
further improve the performance of the label-balancer approach.
We would like to explore the effectiveness of the label-balancer
technique across a wider range of modalities and their combina-
tions. Additionally, exploring novel approaches for multilabel and
multimodal learning that exhibit robustness and generalization
across different classes would be of great interest and crucial for
understanding human smell perception.
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Figure 11: The upper figures depict the test AUROC of the
MLPhead fusion approach as the number of epochs increases,
while the lower figure illustrates the same with the label
balancer technique. In the first case, the performance ini-
tially improves but eventually starts to deteriorate, suggest-
ing model overfitting. Conversely, the lower curve remains
consistently robust throughout the training process.

A APPENDIX
A.1 Robustness of model learned using

traditional MLP head fusion vs.
label-balancer technique

A.2 Ablation study to show the contribution of
multimodal and transfer learning for
modeling olfactory perception

Table 2: Performance comparison with and without transfer
or/and multimodal learning for modeling olfactory percep-
tion.

Features Transfer Multimodal Test
AUROC

SMILES (𝑆) [53] ✕ ✕ 0.71
Graph (𝐺) [40] ✕ ✕ 0.76

MORDRED (𝑀) [31] ✕ ✕ 0.80
𝑆 + 𝐺 ✕ ✓ 0.81
𝑆 +𝑀 ✕ ✓ 0.83
𝐺 +𝑀 ✕ ✓ 0.84

𝑆 + 𝐺 +𝑀 ✕ ✓ 0.84
𝑆 + 𝐺 with Label Balancer ✓ ✓ 0.87

A.3 Performance comparisons of label balancer
and MLP head on each class

Table 3: Performance comparison between MLP head and
label balancer technique on each smell descriptor class.

Descriptors Classical Fusion Label
[⊕] Balancer

aldehydic 0.89 0.94
almond 0.88 0.92
animal 0.68 0.85
anisic 0.81 0.78
apple 0.93 0.95
apricot 0.85 0.87
aromatic 0.69 0.74
balsamic 0.84 0.87
banana 0.89 0.89
berry 0.82 0.85
brandy 0.85 0.92
burnt 0.87 0.9
buttery 0.83 0.85

camphoreous 0.9 0.92
caramellic 0.85 0.88
chamomile 0.97 0.94
cheesy 0.82 0.87
cherry 0.87 0.88

chocolate 0.8 0.9
cinnamon 0.9 0.87
citrus 0.85 0.87
cocoa 0.87 0.92
coconut 0.76 0.86
coffee 0.93 0.94

coumarinic 0.88 0.93
creamy 0.74 0.84

cucumber 0.95 0.97
dairy 0.75 0.83
dry 0.76 0.68

earthy 0.71 0.78
ethereal 0.91 0.89
fatty 0.84 0.86

fermented 0.85 0.85
floral 0.87 0.87
fresh 0.73 0.76
fruity 0.84 0.86
garlic 0.99 0.98
grape 0.8 0.85

grapefruit 0.67 0.9
grassy 0.88 0.86
green 0.81 0.83
hay 0.78 0.77

herbal 0.72 0.79
honey 0.84 0.86
jasmin 0.87 0.87
leafy 0.76 0.77
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Table 3: Performance comparison between MLP head and
label balancer technique on each smell descriptor class.

1

Descriptors Classical Fusion Label
[⊕] Balancer

leathery 0.73 0.78
lemon 0.8 0.79

medicinal 0.87 0.87
melon 0.91 0.93
metallic 0.71 0.72
milky 0.71 0.86
mint 0.86 0.89

mushroom 0.74 0.87
musk 0.96 0.98
musty 0.7 0.71
nutty 0.88 0.89

odorless 0.94 0.94
oily 0.76 0.81
onion 0.97 0.97
orange 0.84 0.94
orris 0.74 0.75
peach 0.76 0.88
pear 0.89 0.9

phenolic 0.88 0.89
pine 0.88 0.9

pineapple 0.87 0.88
plum 0.85 0.85

popcorn 0.99 0.99
potato 0.92 0.91
pungent 0.82 0.82
roasted 0.92 0.92
rose 0.87 0.92

rummy 0.81 0.83
savory 0.95 0.92
sharp 0.62 0.7
smoky 0.93 0.95
sour 0.76 0.79
spicy 0.76 0.79

strawberry 0.7 0.84
sulfurous 0.98 0.97
sweet 0.72 0.72
tea 0.61 0.71

tobacco 0.76 0.85
tropical 0.8 0.84
vanilla 0.91 0.92

vegetable 0.81 0.82
violet 0.86 0.89
warm 0.66 0.71
waxy 0.89 0.88
woody 0.84 0.83
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